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Abstract. We introduce the hollow heap, a very simple data structure
with the same amortized efficiency as the classical Fibonacci heap. All
heap operations except delete and delete-min take O(1) time, worst case
as well as amortized; delete and delete-min take O(logn) amortized time.
Hollow heaps are by far the simplest structure to achieve this. Hollow
heaps combine two novel ideas: the use of lazy deletion and re-insertion to
do decrease-key operations, and the use of a dag (directed acyclic graph)
instead of a tree or set of trees to represent a heap. Lazy deletion produces
hollow nodes (nodes without items), giving the data structure its name.

1 Introduction

A heap is a data structure consisting of a set of items, each with a key selected
from a totally ordered universe. Heaps support the following operations:

make-heap(): Return a new, empty heap.

find-min(h) : Return an item of minimum key in heap h, or null if h is empty.

insert(e, k, h): Return a heap formed from heap h by inserting item e, with key k.
Item e must be in no heap.

delete-min(h): Return a heap formed from non-empty heap h by deleting the
item returned by find-min(h).

meld(hq, ha): Return a heap containing all items in item-disjoint heaps hq and hq.

decrease-key(e, k,h): Given that e is an item in heap h with key greater than k,
return a heap formed from h by changing the key of e to k.

delete(e, h) : Return a heap formed by deleting e, assumed to be in h, from h.

The original heap h passed to insert, delete-min, decrease-key, and delete,
and the heaps hy and hy passed to meld, are destroyed by the operations. Heaps
do not support search by key; operations decrease-key and delete are given the
location of item e in heap h. The parameter h can be omitted from decrease-key
and delete, but then to make decrease-key operations efficient if there are inter-
mixed meld operations, a separate disjoint set data structure is needed to keep
track of the partition of items into heaps. (See the discussion in [12].)
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Fredman and Tarjan [8] invented the Fibonacci heap, an implementation of
heaps that supports delete-min and delete on an n-item heap in O(logn) amor-
tized time and each of the other operations in O(1) amortized time. Applica-
tions of Fibonacci heaps include a fast implementation of Dijkstra’s shortest
path algorithm [4,8] and fast algorithms for undirected and directed minimum
spanning trees [6,9]. Since the invention of Fibonacci heaps, a number of other
heap implementations with the same amortized time bounds have been pro-
posed [1-3,7,10,11,13,16,18]. Notably, Brodal [1] invented a very complicated
heap implementation that achieves the time bounds of Fibonacci heaps in the
worst case. Brodal et al. [2] later simplified this data structure, but it is still sig-
nificantly more complicated than any of the amortized-efficient structures. For
further discussion of these and related results, see [10]. We focus here on the
amortized efficiency of heaps.

In spite of its many competitors, Fibonacci heaps remain one of the simplest
heap implementations to describe and code, and are taught in numerous under-
graduate and graduate data structures courses. We present hollow heaps, a data
structure that we believe surpasses Fibonacci heaps in its simplicity. Our data
structure has two novelties: it uses lazy deletion to do decrease-key operations in
a simple and natural way, avoiding the cascading cut process used by Fibonacci
heaps, and it represents a heap by a dag (directed acyclic graph) instead of a
tree or a set of trees. The amortized analysis of hollow heaps is simple, yet non-
trivial. We believe that simplifying fundamental data structures, while retaining
their performance, is an important endeavor.

In a Fibonacci heap, a decrease-key produces a heap-order violation if the new
key is less than that of the parent node. This causes a cut of the violating node
and its subtree from its parent. Such cuts can eventually destroy the “balance”
of the data structure. To maintain balance, each such cut may trigger a cascade
of cuts at ancestors of the originally cut node. The cutting process results in
loss of information about the outcomes of previous comparisons. It also makes
the worst-case time of a decrease-key operation ©(n) (although modifying the
data structure reduces this to ©(logn); see e.g., [14]). In a hollow heap, the item
whose key decreases is merely moved to a new node, preserving the existing
structure. Doing such lazy deletions carefully is what makes hollow heaps simple
but efficient.

The remainder of this paper consists of six sections. Section 2 describes hollow
heaps at a high level. Section 3 analyzes them. Section 4 presents an alternative
version of hollow heaps that uses a tree representation instead of a dag represen-
tation. Section 5 describes a rebuilding process that can be used to improve the
time and space efficiency of hollow heaps. Section 6 gives implementation details
for the data structure in Section 2. The full version of this paper also contains
implementation details of the data structure in Section 4 and further explores
the design space of the data structures, identifying variants that are efficient and
variants that are not.
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2 Hollow Heaps

Our data structure extends and refines a well-known generic representation of
heaps. The structure is ezogenous rather than endogenous [19]: nodes hold items
rather than being items. Moving items among nodes precludes the possibility of
making the data structure endogenous.

Many previous heap implementations, including Fibonacci heaps, represent
a heap by a set of heap-ordered trees: each node holds an item, with each child
holding an item having key no less than that of the item in its parent. We
extend this idea from trees to dags, and to dags whose nodes may or may not
hold items. Since the data structure is an extension of a tree, we extend standard
tree terminology to describe it. If (u,v) is a dag arc, we say w is a parent of v
and v is a child of u. A node that is not a child of any other node is a root.

We represent a non-empty heap by a dag whose nodes hold the heap items,
at most one per node. If e is an item, e.node is the node holding e. We call a
node full if it holds an item and hollow if not. If u is a full node, w.item is the
item u holds. Thus if e is an item, e.node.item = e. A node is full when created
but can later become hollow, by having its item moved to a newly created node
or deleted. A hollow node remains hollow until it is destroyed. Each node, full or
hollow, has a key. The key of a full node is the key of the item it holds. The key
of a hollow node is the key of the item it once held, just before that item was
moved to another node or deleted. A full node is a child of at most one other
node; a hollow node is a child of at most two other nodes.

The dag is topologically ordered by key: if u is a parent of v, then u.key <
v.key. Henceforth we call this heap order. Except in the middle of a delete oper-
ation, the dag has one full root and no hollow roots. Heap order guarantees that
the root holds an item of minimum key. We access the dag via its root. We call
the item in the root the root item.

We do the heap operations with the help of the link primitive. Given two
full roots v and w, link(v,w) compares the keys of v and w and makes the root
of larger key a child of the other; if the keys are equal, it makes v a child of
w. The new child is the loser of the link, its new parent is the winner. Linking
eliminates one full root, preserves heap order, and gives the loser a parent, its
first parent.

To make a heap, return an empty dag. To do find-min, return the item in the
root. To meld two heaps, if one is empty return the other; if both are non-empty,
link the roots of their dags and return the winner. To insert an item into a heap,
create a new node, store the item in it (making the node full), and meld the
resulting one-node heap with the existing heap.

We do decrease-key and delete operations using lazy deletion. To decrease the
key of item e in heap h to k, let u = e.node. If u = h (u is the root of the dag),
merely set u.key = k. Otherwise (u is a child), proceed as follows. Create a new
node v; move e from u to v, making u hollow; set v.key = k; do link(h,v); and,
if v is the loser of this link, make u a child of v. If u becomes a child of v, then v
is the second parent of u, in contrast to its first parent, previously acquired via a
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link with a full node. A node only becomes hollow once, so it acquires a second
parent at most once.

Remark. The arc (v, u) added to the dag by decrease-key represents the inequal-
ity v.key < w.key. If such arcs are not added, the resulting algorithm does not
have the desired efficiency, as we show in the full version of this paper.

To do a delete-min, do a find-min followed by a deletion of the returned item.
To delete an item e, remove e from the node holding it, say u, making u hollow.
A node u made hollow in this way never acquires a second parent. If u is not the
root of the dag, the deletion is complete. Otherwise, repeatedly destroy hollow
roots and link full roots until there are no hollow roots and at most one full root.
The proof of the following theorem is immediate.

Theorem 1. The hollow heap operations perform the heap operations correctly
and maintain the invariants that the graph representing a heap is a heap-ordered
dag; each full node has at most one parent; each hollow node has at most two
parents; and, except in the middle of a delete operation, the dag representing a
heap has no hollow roots and at most one full root.

The only flexibility in this implementation is the choice of which links to do in
deletions of root items. To keep the number of links small, we give each node u a
non-negative integer rank u.rank. We use ranks in a special kind of link called a
ranked link. A ranked link of two roots is allowed only if they have the same rank;
it links them and increases the rank of the winner (the remaining root) by 1.
In contrast to a ranked link, an unranked link links any two roots and changes
no ranks. We call a child ranked or unranked if it most recently acquired a first
parent via a ranked or unranked link, respectively.

When linking two roots of equal rank, we can do either a ranked or an
unranked link. We do ranked links only when needed to guarantee efficiency.
Specifically, links in meld and decrease-key are unranked. Each delete-min oper-
ation destroys hollow roots and does ranked links until none are possible (there
are no hollow roots and all full roots have different ranks); then it does unranked
links until there is at most one root.

The last design choice is the initial node ranks. We give a node created by
an insert a rank of 0. In a decrease-key that moves an item from a node u to a
new node v, we give v a rank of max{0,u.rank — 2}. The latter choice is what
makes hollow heaps efficient.

We conclude this section by mentioning some benefits of using hollow nodes
and a dag representation. Hollow nodes allow us to treat decrease-key as a special
kind of insertion, allowing us to avoid cutting subtrees as in Fibonacci heaps. As a
consequence, decrease-key takes O(1) time worst case: there are no cascading cuts
as in [8], no cascading rank changes as in [10,14], and no restructuring steps to
eliminate heap-order violations as in [2,5,13]. The dag representation explicitly
maintains all key comparisons between undeleted items, allowing us to avoid
restructuring altogether: links are cut only when hollow roots are destroyed.



Hollow Heaps 693

. o A

CHTETODOTE @ @D @
b Fodon dod oD
©® © O @ ®

(b) (©
o
o 1 B

Rk X&

Fig.1. Operations on a hollow heap. Numbers in nodes are keys; black nodes are
hollow. Bold gray, solid, and dashed lines denote ranked links, unranked links, and
second parents, respectively. Numbers next to nodes are non-zero ranks. (a) Successive
insertions of items with keys 14, 11, 5, 9, 0, 8, 10, 3, 6, 12, 13, 4 into an initially empty
heap. (b) After a delete-min operation. All links during the delete-min are ranked. (c)
After a decrease of key 5 to 1. (d) After a decrease of key 3 to 2 followed by a decrease
of key 8 to 7. The two new hollow nodes both have two parents. (e) After a second
delete-min. The only hollow node that becomes a root is the original root. One unranked
link, between the nodes holding keys 2 and 7 occurs. (f) After a third delete-min. Two
hollow nodes become roots; the other loses one parent. All links are ranked.

3 Analysis

The most mysterious detail of hollow heaps is the way ranks are updated in
decrease-key operations. Our analysis reveals the reason for this choice. We need
to show that the rank of a heap node is at most logarithmic in the number
of nodes in the dag representing the heap, and that the amortized number of
ranked children per node is also at most logarithmic.

To do both, we assign virtual parents to certain nodes. We use virtual par-
ents in the analysis only; they are not part of the data structure in Section 2.
(Section 4 presents a version of hollow heaps that does use them.)

A node may acquire a virtual parent, have its virtual parent changed, or
lose its virtual parent. As we shall see, virtual parents define a virtual forest. In
particular, each node has at most one virtual parent at a time. If v is the virtual
parent of u, we say that u is a virtual child of v. A node u is a virtual descendant
of a node v if there is a path from v to u via virtual children.
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When a node is created, it has no virtual parent. When a root u loses a
link to a node v, v becomes the virtual parent of u (as well as its first parent).
If w already has a virtual parent, v replaces it. (By Lemma 1 below, a root
cannot have a virtual parent, so such a replacement never happens.) When a
decrease-key moves an item from a node u to a new node v, if v has more than
two ranked virtual children, two of its ranked virtual children of highest ranks
remain virtual children of u, and the rest of its virtual children become virtual
children of v. (By Lemma 2 below, the ranked virtual children of a node have
distinct ranks, so the two that remain virtual children of u are uniquely defined.)
If the virtual parent of a node u is destroyed, u loses its virtual parent. If u is
full it can subsequently acquire a new virtual parent by losing a link.

Lemma 1. If w is a virtual child of u, there is a path in the dag from u to w.

Proof. We prove the lemma for a given node w by induction on time. When w
is created it has no virtual parent. It may acquire a virtual parent only by losing
a link to a node u, which then becomes both its parent and its virtual parent,
so the lemma holds after the link. Suppose that u is currently the virtual parent
of w. By the induction hypothesis, there is a path from u to w in the dag, so w
is not a root and cannot participate in link operations. The virtual parent of w
can change only as a result of a decrease-key operation on the item e = u.item.
If u # h, such a decrease-key operation creates a new node v, moves e to v, and
then links v and h. The operation may also make v the new virtual parent of w.
If v wins the link, it becomes the unique root, so there is a path from v to w in
the dag. If v loses the link, the arc (v, u) is added to the dag, making v the second
parent of u. Since there was a path in the dag from u to w, there is now also a path
from v to w. Finally, note that dag arcs are only destroyed when hollow roots are
destroyed. Thus a path to w from its virtual parent u in the dag, present when u
becomes the virtual parent of w, cannot be destroyed unless u is destroyed, in
which case w loses its virtual parent, so the lemma holds vacuously. a

Corollary 1. Virtual parents define a forest. If w is a root of the dag, it has no
virtual parent. If w is a virtual child of u, then w stops being a virtual child of u
only when u is destroyed or when a decrease-key operation is applied to the item
residing in u.

Lemma 2. Let u be a node of rank r. If u is full, or u is a node made hollow
by a delete, u has exactly one ranked virtual child of each rank from 0 to r — 1
inclusive, and none of rank r or greater. If u was made hollow by a decrease-key
and r > 1, u has exactly two ranked virtual children, of ranks r — 1 and r — 2.
If u was made hollow by a decrease-key and r = 1, u has exactly one ranked
virtual child, of rank 0. If u was made hollow by a decrease-key and r = 0, u has
no ranked virtual children.

Proof. The proof is by induction on the number of operations. The lemma is
immediate for nodes created by insertions. Both ranked and unranked links
preserve the truth of the lemma, as does the removal of an item from a node
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by a delete. By Corollary 1, a node loses virtual children only as a result of
a decrease-key operation. Suppose the lemma is true before a decrease-key on
the item in a node u of rank r. By the induction hypothesis, v has exactly one
ranked virtual child of rank ¢ for 0 < ¢ < r, and none of rank r or greater. If
the decrease-key makes u hollow, the new node v created by the decrease-key has
rank max{0, u.rank — 2}, and v acquires all the virtual children of u except the
two ranked virtual children of ranks » — 1 and r — 2 if > 1, or the one ranked
virtual child of rank 0 if » = 1. Thus the lemma holds after the decrease-key. 0O

Recall the definition of the Fibonacci numbers: Fp =0, Fy =1, F; = F;_1+ F;_»
for i > 2. These numbers satisfy Fj o > ¢*, where ¢ = (14 1/5)/2 is the golden
ratio [15].

Corollary 2. A node of rank r has at least F,3 — 1 virtual descendants.

Proof. The proof is by induction on r using Lemma 2. The corollary is immediate
for r =0 and r = 1. If » > 1, the virtual descendants of a node u of rank r
include itself and all virtual descendants of its virtual children v and w of ranks
r — 1 and r — 2, which it has by Lemma 2. By Corollary 1, virtual parents
define a forest, so the sets of virtual descendants of v and w are disjoint. By the
induction hypothesis, u has at least 1 + Fj.y o — 1+ F,.41 — 1 = F,43 — 1 virtual
descendants. a

Theorem 2. The maximum rank of a node in a hollow heap of N nodes is at
most log, N.

Proof. Immediate from Corollary 2 since Fy.y3 — 1> F,49 > ¢" for r > 0. a

To complete our analysis, we need to bound the time of an arbitrary sequence of
heap operations that starts with no heaps. It is straightforward to implement the
operations so that the worst-case time per operation other than delete-min and
delete is O(1), and that of a delete on a heap of N nodes is O(1) plus O(1) per
hollow node that loses a parent plus O(1) per link plus O(log N). In Section 6
we give an implementation that satisfies these bounds and is space-efficient. We
shall show that the amortized time for a delete on a heap of N nodes is O(log N)
by charging the parent losses of hollow nodes and some of the links to other
operations, O(1) per operation.

Suppose a hollow node u loses a parent in a delete. This either makes u a
root, in which case wu is destroyed by the same delete, or it reduces the number
of parents of u from two to one. We charge the former case to the insert or
decrease-key that created u, and the latter case to the decrease-key that gave u
its second parent. Since an insert or decrease-key can create at most one node,
and a decrease-key can give at most one node a second parent, the total charge,
and hence the total number of parent losses of hollow nodes, is at most 1 per
insert and 2 per decrease-key.

A delete does unranked links only once there is at most one root per rank.
Thus the number of unranked links is at most the maximum node rank, which
is at most log, N by Theorem 2. To bound the number of ranked links, we use a
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potential argument. We give each root and each unranked child a potential of 1.
We give a ranked child a potential of 0 if it has a full virtual parent, 1 otherwise
(its virtual parent is hollow or has been deleted). We define the potential of a
set of dags to be the sum of the potentials of their nodes. With this definition
the initial potential is 0 (there are no nodes), and the potential is always non-
negative. Each ranked link reduces the potential by 1: a root becomes a ranked
child of a full node. It follows that the total number of ranked links over a
sequence of operations is at most the sum of the increases in potential produced
by the operations.

An unranked link does not change the potential: a root becomes an unranked
child. An insert increases the potential by 1: it creates a new root (+1) and does
an unranked link (4+0). A decrease-key increases the potential by at most 3: it
creates a new root (41), it creates a hollow node that has at most two ranked
virtual children by Lemma 2 (42), and it does an unranked link (+0). Removing
the item in a node w during a delete increases the potential by u.rank, also by
Lemma 2: each of the w.rank ranked virtual children of u gains 1 in potential. By
Theorem 2, u.rank = O(log N). We conclude that the total number of ranked
links is at most 1 per insert plus 3 per decrease-key plus O(log N) per delete on
a heap with N nodes. Combining our bounds gives the following theorem:

Theorem 3. The amortized time per hollow heap operation is O(1) for each
operation other than a delete, and O(log N) per delete on a heap of N nodes.

4 Eager Hollow Heaps

It is natural to ask whether there is a way to represent a hollow heap by a tree
instead of a dag. The answer is yes: we maintain the structure defined by the
virtual parents instead of that defined by the parents. We call this the eager
version of hollow heaps: it moves children among nodes, which the lazy version
in Section 2 does not do. As a result it can do different links than the lazy
version, but it has the same amortized efficiency.

To obtain eager hollow heaps, we modify decrease-key as follows: When a new
node v is created to hold the item previously in a node u, if u.rank > 2, make v
the parent of all but the two ranked children of u of highest ranks; optionally,
make v the parent of some or all of the unranked children of u. Do not make u
a child of v.

In an eager hollow heap, each node has at most one parent. Thus each heap
is represented by a tree, accessed via its root. The analysis of eager hollow heaps
differs from that of lazy hollow heaps only in using parents instead of virtual
parents. Only the parents of ranked children matter in the analysis.

The proofs of the following results are essentially identical to the proofs of
the results in Section 2, with the word “virtual” deleted.

Lemma 3. Let u be a node of rank v in an eager hollow heap. If u is full, or u
18 a node made hollow by a delete, u has exactly one ranked child of each rank
from O to r — 1 inclusive, and none of rank r or greater. If u was made hollow
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by a decrease-key and v > 1, u has ezxactly two ranked children, of ranks r — 1
and r — 2. If u was made hollow by a decrease-key and r = 1, u has ezxactly one
ranked child, of rank 0. If u was made hollow by a decrease-key and r = 0, u has
no ranked children.

Corollary 3. A node of rank r in an eager hollow heap has at least Fr.y3 — 1
descendants.

Theorem 4. The mazimum rank of a node in an eager hollow heap of N nodes
is at most log, N.

Theorem 5. The amortized time per eager hollow heap operation is O(1) for
each operation other than a delete, and O(log N) per delete on an N-node heap.

An alternative way to think about eager hollow heaps is as a variant of Fibonacci
heaps. In a Fibonacci heap, the cascading cuts that occur during a decrease-key
prune the tree in a way that guarantees that ranks remain logarithmic in subtree
sizes. Eager hollow heaps guarantee logarithmic ranks by leaving (at least) two
children and a hollow node behind at the site of the cut. This avoids the need
for cascading cuts or rank changes, and makes the decrease-key operation O(1)
time in the worst case.

5 Rebuilding

The number of nodes N in a heap is at most the number of items n plus the
number of decrease-key operations on items that were ever in the heap or in
heaps melded into it. If the number of decrease-key operations is polynomial in
the number of insertions, log N = O(logn), so the amortized time per delete is
O(logn), the same as for Fibonacci heaps. In applications in which the storage
required for the problem input is at least linear in the number of heap opera-
tions, the extra space needed for hollow nodes is linear in the problem size. Both
of these conditions hold for the heaps used in many graph algorithms, including
Dijkstra’s shortest path algorithm [4,8], various minimum spanning tree algo-
rithms [4,8,9,17], and Edmonds’ optimum branching algorithm [6,9]. In these
applications there is at most one insert per vertex and one or two decrease-key
operations per edge or arc, and the number of edges or arcs is at most quadratic
in the number of vertices. In such applications hollow heaps are asymptotically
as efficient as Fibonacci heaps.

For applications in which the number of decrease-key operations is huge
compared to the heap sizes, we can use periodic rebuilding to guarantee that
N = O(n) for every heap. To do this, keep track of N and n for every heap.
When N > cn for a suitable constant ¢ > 1, rebuild. We offer two ways to do
the rebuilding. The first is to completely disassemble the dag and reinsert all its
items into a new, initially empty heap. A second method that does no key com-
parisons is to convert the dag into a tree containing only full nodes, as follows:
For each node that has two parents, eliminate the second parent, making the dag
a tree. Give each full child a rank of 0 and a parent equal to its nearest full proper
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ancestor. Delete all the hollow nodes. To extend the analysis in Sections 3 and
4 to cover the second rebuilding method, we define every child to be unranked
after rebuilding. Either way of rebuilding can be done in a single traversal of the
dag, taking O(N) time. Since N > ¢n and ¢ > 1, O(N) = O(N — n). That is,
the rebuilding time is O(1) per hollow node. By charging the rebuilding time to
the decrease-key and delete operations that created the hollow nodes, O(1) per
operation, we obtain the following theorem:

Theorem 6. With rebuilding, the amortized time per hollow heap operation is
O(1) for each operation other than a delete-min or delete, and O(logn) per
delete-min or delete on a heap of n items. These bounds hold for both lazy and
eager hollow heaps.

By making ¢ sufficiently large, we can arbitrarily reduce the rebuilding overhead,
at a constant factor cost in space and an additive constant cost in the amortized
time of delete. Whether rebuilding is actually a good idea in any particular
application is a question to be answered by experiments.

6 Implementation of Hollow Heaps

In this section we develop an implementation of the data structure in Section
2 that satisfies the time bounds in Section 3 and that is tuned to save space.
We store each set of children in a list. Each new child of a node v is added to
the front of the list of children of v. Since hollow nodes can be in two lists of
children, it might seem that we need to make the lists of children exogenous. But
we can make them endogenous by observing that only hollow nodes can have
two parents, and a hollow node with two parents is last on the list of children of
its second parent (since it is the earliest child, and later children are added to
the front of the list). This allows us to use two pointers per node u to represent
lists of children: u.child is the first child of u, null if v has no children; u.next is
the next sibling of v on the list of children of its first parent.

With this representation, given a child u of a node v, we need ways to answer
three questions: (i) Is u last on the list of children of v? (ii) Does u have two
parents? (iii) Is v the first or the second parent of u? If u has only one par-
ent, the first question is easy to answer: u is the last child of v if and only if
u.next = null. There are several ways to answer the second two questions in
O(1) time. We develop a detailed implementation using one method, and we
discuss alternatives in the full version of the paper.

Each node u stores a pointer u.item to the item it holds if it is full; if w is
hollow, u.item = null. Each hollow node u stores a pointer to its second parent
u.sp; if uw is hollow but has at most one parent, u.sp = null. A decrease-key
operation makes a newly hollow node w a child of a new node v by setting
v.child = u but not changing u.next: u.next is the next sibling of u on the list of
children of the first parent of u. We answer the three questions as follows: (i) A
child w of v is last on the list of children of v if and only if u.next = null (u is last
on any list of children containing it) or u.sp = v (u is hollow with two parents
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and v is its second parent); (i) u has two parents if and only if u.sp # null; (iii)
v is the second parent of u if and only if u.sp = v.

Each node u also stores its key and rank, and each item e stores the node
e.node holding it. The total space needed is four pointers, a key and a rank per
node, and one pointer per item. Ranks are small integers, requiring lglg N+0O(1)
bits each.

Implementation of delete requires keeping track of roots as they are deleted
and linked. To do this, we maintain a list L of hollow roots, singly linked by
nezt pointers. We also maintain an array A of full roots, indexed by rank, at
most one per rank. When a delete makes a root hollow, do the following. First,
initialize L to contain the hollow root and A to be empty. Second, repeat the
following until L is empty: Delete a node = from L, apply the appropriate one
of the following cases to each child u of x, and then destroy z:

(i) wis hollow and v is its only parent: Add u to L: deletion of x makes u a root.
(ii) w has two parents and v is the second: Set u.sp = null and stop processing
children of z: w is the last child of x. Since w still has its first parent, it
does not become a root.
(iii) w has two parents and v is the first: Set u.sp = null and u.next = null.
(iv) w is full: Add w to A unless A contains a root of the same rank. If it does,
link u with this root via a ranked link and repeat this with the winner until
A does not contain a root of the same rank; then add the final winner to A.

Third and finally (once L is empty), empty A and link full roots via unranked
links until there is at most one.

With this implementation, the worst-case time per operation is O(1) except
for delete operations that remove root items. A delete that removes a root item
takes O(1) time plus O(1) time per hollow node that loses a parent plus O(1)
time per link plus O(log¢ N) time, where N is the number of nodes in the tree
just before the delete, since maz-rank = O(log, N) by Theorem 2. These are the
bounds claimed in Section 3.
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